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Introduction

Artificial intelligence (AI) has rapidly become a focal point of UK policy and law in the past five
years. This report examines how the United Kingdom addressed AI between 2020 and 2025,
covering new legal regulations, government strategies, intellectual property (IP) issues,
investment in AI capabilities, and landmark court decisions. Each section provides a critical
analysis of the UK’s approach, drawing on academic commentary and official documents. The
aim is to assess how the UK has balanced innovation with governance – from updating laws and
compliance requirements, to implementing national AI plans, clarifying data and IP rules, and
responding to challenges through judicial oversight.
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(I) Recent Legal Regulations (2020–2025) 

Between 2020 and 2025, the UK did not enact any AI-specific statute of general application; 
instead it relied on existing legal frameworks while developing a tailored regulatory approach. 
Existing Laws: Various laws already apply to AI in practice. For example, the UK’s data protection 
regime (UK GDPR and the Data Protection Act 2018) governs personal data use in AI and 
imposes some restrictions on automated decision-making with significant effects on individuals. 
Equality and consumer protection laws likewise extend to AI contexts – e.g. the Equality Act 2010 
prohibits biased outcomes from AI tools used in hiring or services. These existing regulations 
mean AI systems must comply with general legal standards on privacy, non-discrimination, and 
safety even absent AI-specific statutes. 

Regulatory Guidance and Standards: 

In lieu of immediate legislation, authorities issued guidance to clarify how current law applies to 
AI. The Information Commissioner’s Office (ICO) updated its AI and Data Protection guidance in 
2020 and 2023 to explain fairness, transparency, and accountability requirements for AI under 
UK GDPR. Sectoral regulators also began addressing AI within their mandates – for instance, the 
Medicines and Healthcare products Regulatory Agency (MHRA) developed guidelines for AI in 
medical devices, and the Centre for Data Ethics and Innovation piloted an Algorithmic 
Transparency Standard for public sector algorithms. These measures provided compliance 
expectations for organizations deploying AI, even as binding rules were still evolving. Notably, 
the UK’s Online Safety Bill (passed in 2023) indirectly regulates certain AI-driven systems by 
requiring large online platforms to assess and mitigate algorithmic risks related to illegal or 
harmful content. Similarly, the National Security and Investment Act 2021 included AI within its 
scope of “sensitive technologies,” subjecting foreign investments in AI companies to 
government screening. Such developments illustrate how emerging AI issues were addressed 
through adaptations of general laws and targeted regulations in specific domains. 
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Towards an AI Framework: 

By 2022–2023, the government articulated a “pro-innovation” regulatory stance on AI, signaling 
forthcoming legal frameworks. The National AI Strategy (2021) committed to developing a 
national position on governing AI, which led to a 2022 policy paper and a White Paper in March 
2023 outlining a proposed AI-specific regulatory framework. This 2023 White Paper (titled “A 
Pro-Innovation Approach to AI Regulation”) was one of the UK’s first concrete steps toward an 
AI-focused legal framework. It proposed cross-sector principles for responsible AI use and 
empowered existing regulators to issue AI guidance under those principles, rather than 
immediately creating new AI laws. Public consultation on these proposals ran through mid-
2023. In parallel, the government introduced the Data Protection and Digital Information Bill 
(2022, updated 2023) which, among other reforms, seeks to clarify requirements for automated 
decision-making and AI under data protection law. 

By late 2024 there were strong indications that a more centralized AI law would emerge. In the 
King’s Speech of November 2023, the government pledged to “harness the power of artificial 
intelligence” and look to strengthen AI safety frameworks – a signal of impending legislation. 
Indeed, plans for the UK’s first AI-specific statute were taking shape. Policymakers discussed an 
“AI Safety Bill” that would mandate oversight of powerful AI models (“frontier AI”) and codify 
voluntary industry commitments into law. This marks a shift from the prior policy of relying on 
existing regulators. In sum, during 2020–2025 the UK’s legal response to AI evolved from 
leveraging general laws and soft guidance towards laying the groundwork for an AI-specific 
regulatory regime, with an emphasis on proportionate, innovation-friendly rules. As of March 
2025, no dedicated AI statute has yet been enacted in the UK, but parliamentary discussions on 
an ‘AI Safety Bill’ are underway, signaling a likely shift toward more binding regulation in the near 
future. 
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(II) Government AI Action Plan

The UK government’s approach to AI in this period was guided by high-level strategy documents
and an evolving action plan, reflecting a desire to promote AI innovation while addressing risks.
Strategic Vision: In September 2021 the government released the National AI Strategy, a 10-year
plan to make the UK a global “AI superpower.” This strategy highlighted the UK’s strengths in AI
research and industry and set out pillars for action: investing in the AI ecosystem, ensuring AI
benefits all sectors, and governing AI effectively. Crucially, the strategy embraced a light-touch
regulatory philosophy, committing to a pro-innovation governance approach for AI. It
emphasized using existing regulators and laws to manage AI and promised an adaptable
framework rather than rigid new rules. As part of this vision, the government supported initiatives
like the AI Standards Hub (launched in 2022 with the British Standards Institution and Alan Turing
Institute) to shape global technical standards and convened an AI Council of experts to advise
on implementation. While the UK has regulatory autonomy post-Brexit, it continues to engage
with European and international standards bodies to ensure interoperability and global
alignment.

Pro-Innovation Policy:

Consistent with the strategy, the government in July 2022 published a policy paper outlining an
“iterative, context-driven” approach to AI regulation. Instead of a single AI regulator or law, it
proposed five core principles – safety, transparency, fairness, accountability, and contestability
– to guide AI use across all sectors. Regulators (such as the ICO, Competition and Markets
Authority, Financial Conduct Authority, etc.) would interpret and apply these principles within
their domains, issuing guidance or rules as needed. This decentralized framework was meant to
be agile and outcome-focused, avoiding overregulation of nascent AI technologies. The March
2023 AI Regulation White Paper elaborated this approach, stressing that a blanket AI law would
be premature and that existing laws are largely sufficient for now. It argued that a principles-
based, non-statutory framework could balance innovation and safety in the short term, although
it acknowledged that targeted legislation might eventually be required for high-risk AI (such as
general-purpose AI systems). This reflected an incremental stance: keep rules flexible today but
prepare to step in with stronger regulation if AI risks grow.

Key Government Initiatives:

The period saw numerous government-backed AI programs. The Office for AI (a unit spanning
multiple departments) coordinated policy implementation. In 2021, new AI and Data
scholarships and fellowships were launched to address skills gaps, aligning with the Strategy’s
goal to “develop the next generation of AI talent”. In 2022, the government created an AI
Taskforce within the defense and national security sphere to examine safe use of AI (expanded in
2023 to focus on so-called frontier AI models). By 2023, rising public attention to generative AI
(like ChatGPT) spurred further action. The Prime Minister announced a Foundation Model
Taskforce with £100 million funding to drive the UK’s capability in safe and reliable AI foundation
models. This taskforce, modeled on the COVID-19 Vaccines Taskforce, was charged with both
accelerating AI adoption and ensuring thorough testing and evaluation of advanced AI before
deployment.
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Internationally, the UK positioned itself as a convener on AI governance. It hosted the Global AI
Safety Summit at Bletchley Park in November 2023, bringing together 28 countries and the EU to
discuss cross-border cooperation on AI risks. Domestically, heading into 2024, the government
commissioned a comprehensive AI Governance Review and began scoping an AI assurance
ecosystem (e.g. certification of AI systems) to support its regulatory approach. These efforts
culminated in the AI Opportunities Action Plan; an independent report released in January 2025
outlining 50 recommendations to keep the UK at the forefront of AI innovation. Led by the
government’s AI advisor, this Action Plan urged swift government action to implement a
coherent AI policy, including being an early adopter of beneficial AI in public services, attracting
global AI talent, and rapidly clarifying the regulatory stance on advanced AI models. It
underscored the importance of data availability, skills, and public trust for AI growth.

Overall, the government’s AI action plan from 2020 to 2025 reflects an evolving balance
between optimism and caution. Early policies focused on catalyzing innovation – funding
research and skilling and avoiding heavy regulation – while later initiatives acknowledged the
need for guardrails and public trust. The UK’s strategy has been to remain “on the side of
innovators” by fostering a supportive ecosystem, yet also to respond to ethical and safety
concerns (through frameworks, taskforces, and international leadership) to ensure AI develops
responsibly under effective governance.
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(III) Intellectual Property & Data Usage

The growth of AI raised complex questions about intellectual property and data usage in the UK,
particularly regarding AI training data and privacy. Training Data and Copyright: AI models often
learn from large datasets of text, images, code and other content – much of which may be under
copyright. Under current UK law, developers must respect copyright when mining such data:
using copyrighted works to train AI without permission can infringe rights unless an exception
applies. Prior to 2022, the UK’s copyright law allowed text and data mining (TDM) for non-
commercial research under a limited exception, but not for broader AI development. To support
AI innovation, the government explored expanding these freedoms. Following a 2021–22
consultation on AI and IP, the UK Intellectual Property Office (IPO) initially announced plans to
introduce a new copyright exception allowing text and data mining for any purpose (commercial
or non-commercial) with only minimal conditions (lawful access to the data). This proposal
would have meant AI developers could ingest copyrighted material without a license, greatly
easing data access. However, this approach met strong opposition from content industries –
publishers, authors, and artists argued that a blanket TDM exception would undermine creative
economic incentives. In response to the backlash, the government reversed course in mid-2022
by pausing the legislative reform and instead pursuing a stakeholder Code of Practice on AI
training data. A working group convened by the IPO in 2023 sought to develop voluntary
guidelines on how AI developers can use copyrighted text, images, and music fairly.

By late 2024, policy had shifted again towards a more formal solution. The government
launched a fresh consultation in December 2024 proposing a new “rights reservation” system
for AI training datasets. Under this model, a broad TDM exemption would permit AI mining of
copyrighted works by default, but right holders could opt out (reserve their works) if they did not
wish them used for AI training. This compromise aims to give AI developers greater freedom to
use data while preserving creators’ ability to protect their content. As of early 2025, the UK is still
gathering input on this proposal. The unsettled trajectory of TDM policy – from a full open
exception to self-regulation, to an opt-out regime – highlights the challenge of balancing
innovation with the interests of creators. Indeed, the legal status of AI training data remains
disputed: rights holders have even turned to litigation, as in the case of a major photography
agency suing an AI company in the UK for using millions of images without license (a case
ongoing in 2023–24). The outcome of such disputes and the government’s eventual policy
choice will shape how freely AI can learn from existing works in the UK.

Data Protection and Privacy:

AI development also raises questions about personal data use. Training large models often
involves scraping online data, which can include personal information. The UK’s data protection
laws apply fully to AI systems processing personal data – developers must have a legal basis to
collect and use personal data for training, and must uphold principles like transparency,
purpose limitation, and data minimization. In March 2023, the ICO emphasized that
organisations need to provide clear notice to individuals if their personal data will be used to
train an AI model. Specifically, if personal data are gathered directly from people, they must be
informed before their data is used for AI training. If data are obtained indirectly (e.g. scraping
from websites), the AI developer should provide privacy information to the individuals within a
reasonable period (no later than one month). These transparency requirements, rooted in GDPR,
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ensure people are not unknowingly swept into AI training datasets. However, compliance is
challenging in practice, since datasets often contain millions of unannotated data points. There
is ongoing debate about what lawful basis (e.g. consent, legitimate interests) is appropriate for
using public personal data to train AI. In January 2024 the ICO began consulting on this issue,
releasing draft guidance on how UK GDPR applies to generative AI development. The ICO’s initial
view is that organisations must carefully justify web scraping of personal data for AI and ensure
measures to respect individuals’ rights (such as the right to object or request deletion of personal
data used by AI).

Another aspect is compliance with Article 22 UK GDPR, which gives individuals rights when
significant decisions are made solely by algorithms. Companies deploying AI that affects
individuals (in lending, recruitment, etc.) must enable human review or otherwise meet strict
conditions. Over 2020–2025, regulators in the UK and Europe have been clarifying that simply
having a human in the loop may not suffice – the human oversight must be meaningful to avoid a
purely automated outcome. The UK’s proposed Data Protection and Digital Information Bill
would tweak these provisions, potentially loosening the blanket prohibition on solely automated
decisions in certain contexts while still requiring transparency and fairness.

In summary, the UK has been actively grappling with IP and data usage issues raised by AI. The
period saw extensive consultations on how to reconcile AI’s voracious appetite for data with
copyright law and privacy rights. Although no final resolution has been reached, the trend is
toward enabling AI development (through new TDM allowances and regulatory guidance) but
with built-in safeguards – such as opt-outs for creators and strict data protection compliance –
to protect legitimate rights and interests. This careful balancing will likely continue as AI systems
and their data needs evolve.
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(IV) AI Outputs & IP Protections

AI systems not only use existing data, but also generate new content and inventions – raising the
question of whether those outputs qualify for intellectual property protection under UK law. In the
realm of copyright, the UK has a unique provision. The Copyright, Designs and Patents Act 1988
(CDPA) grants copyright to “computer-generated works” that have no human author, by
deeming the author to be the person who undertook the arrangements necessary for the work’s
creation. This means that purely AI-generated literary, artistic, or musical works can receive
copyright protection in the UK, even if a human did not create the expressive content. For
example, an image autonomously produced by a generative AI could be protected as a
computer-generated artistic work, with the programmer or user who initiated the process
treated as the author. The duration of protection for such works is 50 years from creation (as
opposed to the usual life of the author plus 70 years) under UK law. This contrasts with the
position in many other jurisdictions: in the US and EU, copyright subsistence generally requires
human creativity, so AI-generated material without human authorship is not protected. The UK’s
approach, implemented via CDPA Section 9(3), has been criticized by scholars as conceptually
problematic. Critics argue that granting authorship without a true human creator undermines the
principle that copyright protects original expression stemming from human intellect. Despite this
debate, the UK government decided in 2022 to retain the existing law on computer-generated
works, finding no compelling evidence that this limited protection is currently harmful. It left
open the possibility of revisiting the issue if AI-generated creations become more prevalent. In
practice, this means AI-generated content in the UK is protectable – but ownership lies with the
human or company orchestrating the AI, not the AI itself. No British court has yet directly tested
the validity of a copyright in a fully AI-produced work, but the statutory framework implies such
works are recognized.

For patents, UK law is more restrictive. A fundamental requirement for patentability is a named
human inventor. In a high-profile case, Dr. Stephen Thaler attempted to patent inventions
generated by his AI system “DABUS,” naming the AI as the inventor. The UK Patent Office and
courts ultimately rejected this, and in 2023 the Supreme Court affirmed that only a natural
person can be an inventor on a patent. The Court held that under the Patents Act 1977, the term
“inventor” means a person, and thus an AI machine cannot be listed as such. As a result, if an
invention is autonomously produced by an AI with no human inventor, it cannot meet UK patent
requirements, and the patent application will be deemed withdrawn. The Thaler v Comptroller
case (2018–2023) set a clear precedent: AI systems cannot hold inventorship or ownership of
patents in the UK. The UKIPO’s stance, backed by most consultation responses, is that AI is not
yet advanced enough to invent without human involvement, and thus no change to patent law is
warranted at this time. Inventors must be human, even if they used AI as a tool in the inventive
process. However, this area will be monitored; policymakers acknowledge that if AI-generated
innovations become significant, patent law might need revisiting to avoid gaps in protection. For
now, companies using AI to develop inventions typically navigate this by attributing inventorship
to the human developers or users who set up the AI’s operation, thereby securing patents while
staying within the legal formalities.
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It is also worth noting that trademark and design rights generally pose fewer philosophical
issues with AI: trademarks (brands, logos) and registered designs can be filed by the human or
corporate owner of an AI output, since there is no requirement of “authorship” in the same sense
– the applicant is simply the proprietor seeking the right. Thus, if an AI produces a new logo or
product design, a human can register it as a trademark or design without needing to claim the AI
as the creator. The more challenging questions remain in copyright and patents, where creativity
and inventiveness are legally tied to human intellect. The UK’s current position is somewhat
permissive on copyright (protecting AI-generated works via a legal fiction of authorship) and
conservative on patents (not allowing non-humans to invent). Going forward, as AI-generated
artworks, texts, and even inventions become more common, the UK may face pressure to adjust
IP laws – either to grant AI some form of legal authorship or to clarify how humans can claim
rights in AI outputs. As of 2025, however, AI outputs enjoy IP protection in the UK only insofar as
a human intermediary is recognized as the author or inventor, and the legal system continues to
reinforce the principle that AI itself has no legal personhood to hold IP rights.

AI Policy and Regulations of the United Kingdom: Comprehensive Report | (IV)  AI Outputs & IP Protections 
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(V) UK AI Investments & Computing Power

The UK has coupled its regulatory approach with significant investments in AI research, skills and
infrastructure between 2020 and 2025. Government Funding for AI R&D: The government
reports that it has invested over £2.3 billion in AI since 2014 across various initiatives. During
2020–2025, this funding was ramped up to fuel innovation. For example, £250 million was
allocated to establish the NHS AI Lab in 2020, aimed at accelerating safe adoption of AI in
healthcare (such as diagnostic algorithms in the National Health Service). Another £250 million
went into Connected and Autonomous Vehicles research to support AI in the future of mobility.
To build human capital, the UK funded 16 AI Centres for Doctoral Training at universities, backed
by up to £100 million and expected to produce 1,000 PhD graduates with AI expertise. It also
launched new AI and Data Science conversion courses (with 2,500 scholarships, including
1,000 funded by government) to broaden the talent pipeline beyond traditional computer
science grads. The Alan Turing Institute – the national institute for data science and AI – received
an additional £50–£100 million boost, including support for Turing AI Fellowships to attract and
retain top researchers. Through the state-backed British Business Bank, over £370 million was
invested in UK AI startups to spur private sector growth. These figures underscore a
comprehensive investment strategy: funding fundamental research, training specialists, and
seeding AI enterprises.

Research Infrastructure and Compute:

Recognizing that cutting-edge AI requires powerful computing resources, the UK has in recent
years made computing capacity a strategic priority. In the 2023 Spring Budget, the government
announced an ambitious £900 million program to build a new exascale supercomputer and a
dedicated AI Research Resource. An exascale machine – capable of over a billion operations per
second – would rank among the world’s most powerful computers and is intended to ensure UK
researchers have access to top-tier infrastructure on par with the US and China. The AI Research
Resource (AIRR) is envisioned as a national facility providing state-of-the-art compute power for
AI training and experimentation to universities and industry. The first phase of this was launched
in November 2023 with a £300 million investment to deploy new supercomputing clusters in
Cambridge and Bristol. This includes the “Dawn” supercomputer at Cambridge University and
the Isambard-AI system in Bristol, together delivering thousands of high-end GPUs for AI model
development. These initiatives directly respond to an independent Future of Compute review,
which warned that insufficient compute capacity could hinder the UK’s AI ambitions. By tripling
the initial budget (from £100 m to £300 m) for AI research computing, the UK government
demonstrated its commitment to closing the compute gap. The aim is to make the UK one of only
a few countries with exascale computing, attracting top talent and enabling domestic
breakthroughs without reliance on foreign cloud platforms.

Broader Ecosystem Support:

Beyond central government funding, the UK’s devolved administrations and private sector also
contributed to AI capacity. Regional “Innovation Accelerators” launched in 2023 are backing AI
projects in clusters like Greater Manchester and the West Midlands to spread AI-driven growth
beyond London. The venture capital environment for AI in the UK has been strong, with London
becoming a major hub for AI startups, benefiting from government co-investments and a
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supportive regulatory sandbox approach in fintech and other sectors. The UK also reformed its
immigration rules to attract AI talent, creating the Global Talent Visa route and expanding
eligibility for AI researchers and engineers to work in the UK. By 2025, the UK boasts several
world-class AI labs (Google DeepMind in London, for instance) and a growing number of
homegrown AI firms in fields from drug discovery to fintech. Government investment has been
pivotal in underpinning this ecosystem – from fundamental science to applied innovation. The
establishment of the Foundation Model Taskforce with £100 million in 2023 is a case in point: it
funds work on large AI models and explicitly seeks to “cement the UK’s position as a science and
technology superpower by 2030,” focusing on safe and reliable AI development. This reflects a
policy belief that leadership in AI requires not just smart regulation but also substantial public
investment. The combined effect of these investments is improved research capacity (via new
infrastructure and funding), a pipeline of skilled AI professionals, and stronger domestic
companies, all of which the government views as critical to the UK’s competitiveness in the
global AI race.

Despite these efforts, observers note that the UK’s total AI investment still trails the US and China
by a large margin, especially in pure compute resources. The coming online of the exascale
supercomputer (expected by 2026) will be a major step, but continuous investment will be
needed to keep pace with advances in AI hardware requirements. Nonetheless, from 2020 to
2025 the UK clearly made AI a funding priority, backing its policies with money and
infrastructure – an approach intended to underpin its pro-innovation stance with the practical
means to innovate.
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(VI) Judicial Decisions on AI

UK courts and tribunals have begun to grapple with the legal challenges posed by AI, and a few
landmark decisions between 2020 and 2025 have set important precedents. These cases
illustrate how existing laws are being applied to novel AI contexts and, in some instances, have
prompted changes in policy.

Facial Recognition and Privacy (Bridges v South Wales Police, 2020) – In August 2020, the Court
of Appeal delivered a groundbreaking judgment on the use of live facial recognition technology
(an AI-driven system) by police. In R (Bridges) v Chief Constable of South Wales Police, the court
found that South Wales Police’s deployment of automated facial recognition (AFR) in public
spaces was unlawful, violating the right to privacy and data protection laws, and breaching the
public sector equality duty. This was the world’s first successful legal challenge to police use of
facial recognition. The court ruled there were “fundamental deficiencies” in the legal framework:
no clear laws governed where, when, and how such AI could be used, and safeguards were
inadequate. The judges noted that the police had too much discretion in AFR deployment and
had failed to account for potential biases (such as higher misidentification rates for women or
minorities) – contrary to the Equality Act 2010. As a result of the ruling, the police halted their AFR
trials. This judgment set a precedent that indiscriminate facial recognition in public requires a
specific legal basis and robust protections to be lawful. It pushed the UK government and law
enforcement to reassess the governance of AI-driven surveillance. The case has been cited as a
catalyst for ongoing work on regulating biometric AI technologies; for example, the Home Office
has since been developing statutory guidance for police use of biometrics, and the Information
Commissioner has issued guidance stressing that any deployment of live facial recognition must
meet strict necessity and proportionality tests under UK law.

Biased Algorithms in Public Decision-Making (Home Office Visa Algorithm, 2020) – Another
significant development came from a legal challenge rather than a final court judgment. In
2020, civil society groups (the Joint Council for the Welfare of Immigrants and tech-justice group
Foxglove) brought a judicial review against the Home Office’s use of a secret algorithm to
“stream” visa applications. The algorithm was accused of exhibiting racial bias by automatically
flagging applications from certain nationalities as high risk (a so-called digital “hostile
environment”). In August 2020, facing the lawsuit, the Home Office agreed to abandon the
algorithm and conduct a review, preempting a court ruling. This was hailed as the first
successful challenge to an AI decision-making system used by the UK government. The Home
Office conceded that issues of bias needed examination and discontinued the algorithm from
August 2020 onward. While no court decision was issued (because the case was settled), the
outcome is viewed as a legal precedent in practice: it demonstrated that government algorithms
are subject to judicial scrutiny and must not unlawfully discriminate. The case has had ripple
effects – it raised awareness of the need for transparency in government AI tools and spurred the
Cabinet Office to begin an inventory of algorithmic systems in use. It also informed the ongoing
policy discussion about requiring Equality Impact Assessments before deploying AI in public
services. In short, the “visa algorithm” challenge established that AI systems used by public
bodies must comply with administrative law principles and human rights standards, and that
courts are willing to intervene if they do not.
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AI and Patent Law (Thaler’s DABUS, 2021–2023) – As discussed in Section 4, the status of AI as
an inventor was tested through the courts in the DABUS patent case. After the UK Intellectual
Property Office refused patent applications that listed the AI DABUS as the inventor, Dr. Thaler
appealed. The High Court in 2020 and the Court of Appeal in 2021 both upheld the IPO’s
decision, and in late 2023 the UK Supreme Court unanimously dismissed Dr. Thaler’s final
appeal. The courts confirmed that under current patent law an AI cannot be an inventor,
effectively reinforcing that AI-generated inventions are not patentable unless a human is named
as the inventor. The Supreme Court’s reasoning stuck closely to statutory interpretation: because
the Patents Act requires naming a “person” as inventor, and an AI is not a person, the
applications could not proceed. The case did not decide broader policy questions, but it has set
a clear judicial stance that any change in this area must come from legislation, not litigation. This
decision has become a reference point globally in debates on AI and patent law, often cited
alongside similar outcomes in the EU and US.

Other Notable Decisions: While the above are the most prominent, other judicial and quasi-
judicial actions in this period touched on AI. In 2022, the UK data protection regulator (ICO) fined
facial recognition company Clearview AI for scraping images of UK citizens from the web,
finding it violated privacy laws – an enforcement illustrating that AI companies can face legal
penalties for unlawful data practices. In employment, tribunals began confronting AI-driven
“algorithmic management”: a 2021 Supreme Court ruling on Uber’s drivers (while focused on
employment status) acknowledged the imbalance created by opaque performance-
management algorithms, though no direct AI-specific ruling was made. The courts have also
seen litigation around automated tools in policing and education – for example, a challenge to
an algorithm used to allocate exam grades in 2020 was headed off by the government’s
decision to abandon the algorithm after public outcry. These incidents underscore that judicial
oversight is emerging as a key component of AI governance in the UK, complementing
legislative and regulatory efforts.

In summary, UK courts from 2020 to 2025 have begun to delineate the boundaries of lawful AI
use. They have enforced fundamental rights (privacy, non-discrimination) in the context of AI (as
in the Bridges case), ensured that government use of algorithms remains accountable (visa
streaming case), and clarified how traditional legal requirements apply to AI (patents and
inventorship). Each decision or challenge has prompted government responses – whether
issuing new guidance, scrapping a problematic system, or recognizing the need to update laws.
As AI adoption grows, more disputes are likely to reach the courts, making the judiciary an
increasingly important forum for establishing how AI technologies must operate within the rule of
law.

AI Policy and Regulations of the United Kingdom: Comprehensive Report | (VI) Judicial Decisions on AI 



16

Conclusion

From 2020 to 2025, the United Kingdom’s approach to AI policy and regulation has been
characterized by gradual adaptation and proactive planning, as it seeks to position itself as both
a leader in AI innovation and a steward of responsible AI use. The UK deliberately chose an
incremental regulatory strategy: rather than immediately imposing broad new laws, it leveraged
existing legal mechanisms – such as data protection, equality, and product safety laws – to
address AI issues in the short term. This allowed innovation to flourish while basic rights and
principles were still enforced. At the same time, the government crafted a long-term vision
through its National AI Strategy and subsequent action plans, emphasizing a “pro-innovation”
ethos and outlining non-statutory frameworks to guide AI developers and regulators. This
flexible, principles-based approach is seen in measures like the 2023 White Paper, which
sought to marry agility with accountability by empowering sectoral regulators to shape AI
governance without immediately resorting to heavy-handed legislation. Such an approach has
drawn praise for its adaptability and engagement with industry, but also some criticism – for
example, the Science and Technology Committee noted that a purely voluntary framework might
lack teeth if companies or regulators fail to act, potentially necessitating a stronger central
regime in the future.

A recurring theme in the UK’s policy response is the effort to strike a balance – between
innovation and regulation, between the interests of different stakeholders, and between national
and international considerations. In intellectual property, the UK has had to balance creators’
rights with the needs of AI innovators. The evolving policies on text and data mining exemplify
this delicate calibration: initial broad exemptions met resistance, leading to a search for middle
ground where AI can access data, but creators can opt-out. In data privacy, the ICO’s guidance
and potential new rules aim to enable valuable AI development (like training generative models)
while upholding individuals’ privacy rights and trust. The outcome in these areas is still
unfolding, but the trend is toward nuanced solutions that acknowledge AI’s transformative
potential and its risks.

The UK’s significant investment in AI capabilities reinforces its policy stance. By funding
research, talent, and infrastructure, the government has signaled that it wants the UK to be a
world-class hub for AI. This investment not only supports innovation but also gives the UK
leverage in shaping global AI norms – as seen by its convening of the 2023 AI Safety Summit and
active participation in international AI cooperation. The flip side of encouraging innovation is
ensuring public trust and safety. Here, the UK has shown an increasing willingness to intervene
when AI applications threaten rights or societal values. The courts stepping in to stop unlawful
uses of AI (like biased facial recognition in policing) and the government moving to codify AI
developers’ voluntary safety commitments into law both demonstrate a recognition that “soft”
governance must be bolstered by enforceable rules. Indeed, by early 2025 there is a clear
trajectory towards more formal regulation of AI in the UK – likely focusing on high-risk AI systems
(such as powerful general models) and establishing safeguards like testing requirements before
deployment.
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In conclusion, 2020–2025 has been a formative period for UK AI policy. The government’s
response has been multifaceted: encouraging adoption of AI across industries and public
services, updating IP and data policies to accommodate AI’s needs, and laying the groundwork
for governance through principles and anticipated legislation. The UK has demonstrated
leadership in AI ethics and safety discourse, attempting to shape global standards in line with
democratic values. However, the challenge is ongoing – as AI technology advances rapidly (e.g.
the rise of generative AI in 2023), regulatory and legal frameworks must keep pace. The key
implications of the UK’s experience so far are that a collaborative approach (working with
industry, academia, and civil society) can produce adaptive policy, but also that oversight
mechanisms – from agile regulators to an engaged judiciary – are essential to address the
unintended consequences of AI. The next steps, including the possible introduction of an AI bill
and the implementation of the AI Action Plan’s recommendations, will determine how effectively
the UK can maintain its pro-innovation stance while ensuring AI systems are developed and
deployed safely, ethically, and in the public interest. The UK’s balance of innovation and
regulation during 2020–2025 provides a case study for other nations seeking to harness AI’s
benefits without sacrificing legal and ethical norms, and it sets the stage for the continued
evolution of AI governance in the years ahead.
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